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Abstract: The numerical solution of Boundary Value Problems usually requires the use
of an adaptive mesh selection strategy. For this reason, when a Linear Multistep Method
is considered, a dynamic computation of its coefficients is necessary. This leads to solve
linear systems which can be expressed in different forms, depending on the polynomial
basis used to impose the order conditions. In this paper, we compare the accuracy of the
numerically computed coefficients for three different formulations. For all the considered
cases Vandermonde systems on general abscissae are involved and they are always solved
by the Björk-Pereyra algorithm [3]. An adaptation of the forward error analysis given in
[8, 9] is proposed whose significance is confirmed by the numerical results.
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1 Introduction

Dealing with a Boundary Value Problem (BVP)

{
y′(x) = f(x,y(x)), a < x < b,
g(y(a),y(b)) = 0,

(1)
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with y ∈ IRd, d ≥ 1, f and g sufficiently smooth functions, a possible numerical approach is based
on a suitable use of Linear Multistep Methods (LMMs), that is on their formulation in the general
context of Boundary Value Methods (BVMs) [4]. In order to reduce the computational cost when
difficult problems are considered, variable–step meshes have to be used and they are usually adap-
tively computed by the codes (see, for example, [10]). This implies the necessity of a dynamical
updating of the coefficients characterizing the numerical scheme because each of them depends on
a finite number of ratios between consecutive stepsizes. Obviously, the behavior of the numerical
solution can also be influenced by the accuracy of the numerical computation of such coefficients.
This is the reason why we were interested in this topic.
The determination of the LMMs’ coefficients usually requires to solve Vandermonde-like systems
which can be formulated using different polynomial bases. In particular, in this paper we have
considered for the Extended Trapezoidal Rules (ETRs) the monomial basis combined with two
different linear mappings and the Bernstein basis, which in the following will be referred to re-
spectively by the labels MON1, MON2 and BERN. Each of these choices leads to the solution of
Vandermonde systems with a specific set of strictly increasing abscissae which are nonnegative only
for MON1 and BERN. In all the considered cases the algorithm selected for their solution is the
Björk-Pereyra algorithm [3] which has a quadratical computational cost with respect to the system
size. The numerical experiments here reported together with analogous ones performed for other
classes of LMMs (e.g. the Generalized BDFs considered in [1]) confirm that significant different
accuracy can be obtained using the previously mentioned formulations. In particular, BERN and
MON2 always are capable to produce highly accurate coefficients even if for some classes of meth-
ods BERN requires particular care to compute the right–hand side of the considered linear systems.
On the other hand, MON1 always gives worst accuracy. The behavior of MON1 and BERN can
be a priori explained considering the forward error analysis given in [8, 9] which applies since the
involved abscissae in the Vandermonde matrices are nonnegative. An analogous explanation of the
good results produced by MON2 can be obtained by using an adaptation of such analysis to the
case of general sets of strictly increasing abscissae.

The paper is organized as follows. In Section 2 the order conditions on a not necessarily uniform
mesh are reported when a LMM is used in the general setting of BVMs. In addition, they are
particularized to the case of the ETRs. In Section 3 the order conditions for the ETRs are suitably
formulated in three different forms, all requiring the solution of Vandermonde systems. For solving
such systems the Björk-Pereyra algorithm has been always used. A sketch of it, together with
the related stability analysis is reported in Section 4. Finally, some numerical results are given in
Section 5 where three mesh distributions are considered for the experiments.

2 Order conditions

Let π = {a = x0 < x1 < . . . < xN = b} denote any assigned mesh in the integration interval [a, b]
and let hi = xi− xi−1. Then the associated numerical solution {yi, i = 0, . . . , N} of (1) defined by
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Numerical aspects of the coefficient computation for LMMs 183

a k–step LMM used in the general setting of BVMs [4] has to satisfy the following equations,

k−i∑

j=−i
α

(i)
i+j yi+j = hi

k−i∑

j=−i
β

(i)
i+j fi+j , i = 1, . . . , ν − 1,

k−ν∑

j=−ν
α

(i)
j+ν yi+j = hi

k−ν∑

j=−ν
β

(i)
j+ν fi+j , i = ν, . . . , N − k + ν,

N−i∑

j=N−i−k
α

(i)
i+j−N+k yi+j = hi

N−i∑

j=N−i−k
β

(i)
i+j−N+k fi+j , i = N − k + ν + 1, . . . , N,

g(y(a),y(b)) = 0,

where f` = f(x`,y`), ` = 0, . . . , N, the integer ν, 1 ≤ ν ≤ k, has to be appropriately chosen for
stability reasons [4] (it is equal to k if the LMM can be used as a classical Initial Value Method)

and the coefficients {α(i)
r } and {β(i)

r }, r = 0, . . . , k, i = 1, . . . , N, characterize the methods on the
assigned mesh. More specifically, when i = ν, . . . , N − k + ν, they characterize the main methods
and, otherwise, the additional left and right methods.

In this paper we are interested in studying the accuracy of the numerical computation of the

coefficients {α(i)
r } and {β(i)

r }, r = 0, . . . , k, i = 1, . . . , N. For brevity, in the sequel we only consider
the main methods because analogous considerations can be made for the additional ones.

In [4] some classical LMMs are revisited and some new generalizations are also introduced. For

most of them one of α(i) = (α
(i)
0 , . . . , α

(i)
k )T or β(i) = (β

(i)
0 , . . . , β

(i)
k )T is a priori assigned and the

other is computed using the order conditions (see below). A significant exception is represented by
the class of BS methods, introduced and analyzed in [11, 12, 13], of order k+ 1, whose coefficients
are computed by a different strategy. The numerical solution produced by such methods admits a
continuous extension given by a collocation spline sharing with it the convergence order.

Usually the monomial basis is used for imposing the order conditions. This leads to write the
p–order conditions for the main methods, with p ≤ 2k, in matrix form as follows

Vp(xi−ν , . . . , xi+k−ν)α(i) = hiHp Vp(xi−ν , . . . , xi+k−ν)β(i), i = ν, . . . , N − k + ν, (2)

where the Vandermonde matrix is given by

Vp(xi−ν , . . . , xi+k−ν) =




1 1 · · · 1
xi−ν xi+1−ν · · · xi+k−ν

...
...

...
...

xpi−ν xpi+1−ν · · · xpi+k−ν




(p+1)×(k+1)

and Hp ∈ IR(p+1)×(p+1) is the matrix whose entries are (Hp)i,j = jδi,j+1, i, j = 0, 1, . . . , p, with
δr,s denoting the Kronecker delta, as usual.

In the following we focus on a special class of LMMs which is called ETRs (Extended Trapezoidal
Rules) [4]. Such methods generalize to each odd number k of steps the classical trapezoidal
rule. ETRs are here considered because they are suited for solving BVPs (see, for example, their
implementation in the code TOM, [10]). In this case, for each fixed k = 2ν − 1, ν ≥ 1, the entries

of the coefficient vector α(i) are a priori assigned all equal to 0, except for α
(i)
ν−1 = −1 and α

(i)
ν = 1.

The entries of the coefficient vector β(i) are then uniquely determined by imposing the conditions
(2) with p = k + 1. In fact, in this case the first equation in (2) is trivially satisfied for any β(i)

and the remaining k + 1 equations can be more conveniently stated as follows:

Vk(xi−ν , . . . , xi+k−ν)β(i) = h−1
i v(i), i = ν, . . . , N − k + ν, (3)
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where v(i) = (xi − xi−1, (x
2
i − x2

i−1)/2, . . . , (xk+1
i − xk+1

i−1 )/(k + 1))T .

3 Reformulations of the order conditions

The formulation of the order conditions for the k-step ETR method given in (3) depends on the
amplitude of the integration interval. We can overcome this fact by multiplying on the left both
the terms in (3) by a suitable matrix. In particular, for this aim two analogous matrices will be

considered, say P
(i)
1 and P

(i)
2 , defined as follows:

P
(i)
1 =

(
P (xi−ν)D(ĥi)

)−1

, P
(i)
2 = (P (xi)D(hi))

−1
, (4)

where D(γ) = diag (1, γ, . . . , γk), for each γ ∈ IR\{0}, ĥi =
∑k
j=1 hi−ν+j and P (y) is the gener-

alized Pascal matrix having the following entries:

[P (y)]rs =





(
r
s

)
yr−s if r ≥ s,

r, s = 0, 1, . . . , k,
0 otherwise,

which transforms the vector

w(x) = (1, x, x2, . . . , xk)T (5)

into the vector

P (y) w(x) =
(
1, (x+ y), (x+ y)2, . . . , (x+ y)k

)T
(6)

as shown, for example, in [2].
By using these matrices, (3) can be replaced by one of the two following systems:

Vk(ξ
(i,j)
0 , . . . , ξ

(i,j)
k )β(i) = t(i,j), i = ν, . . . , N − k + ν, j = 1, 2, (7)

where t(i,j) = h−1
i P

(i)
j v(i) and the sets of abscissae are

{
ξ

(i,1)
0 , . . . , ξ

(i,1)
k

}
=

{
0,
hi−ν+1

ĥi
,
hi−ν+1 + hi−ν+2

ĥi
, . . . , 1

}
, (8)

{
ξ

(i,2)
0 , . . . , ξ

(i,2)
k

}
=

{
−
∑ν
r=1 hi−ν+r

hi
, . . . ,−hi−1 + hi

hi
,−1, 0,

hi+1

hi
, . . . ,

∑k−ν
r=1 hi+r
hi

}
. (9)

As proved in the Appendix, when j = 2 the entries of the right hand side in (7) have the following
very simple form:

[
t(i,2)

]
r

=
[
h−1
i P

(i)
2 v(i)

]
r

=
(−1)r

r + 1
, r = 0, 1, . . . , k. (10)

In the sequel we relate to the formulations in (7) by using the labels MON1 when j = 1 and MON2
when j = 2, respectively. In addition, a third formulation is also considered. In this case both the

terms in (3) are multiplied on the left by the matrix P
(i)
3 defined as follows:

P
(i)
3 = T P

(i)
1 ,
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where T is the upper triangular matrix given by

[T ]rs =





(
k
r

)(
k − r
k − s

)
(−1)s−r if r ≤ s,

r, s = 0, 1, . . . , k.
0 otherwise,

The matrix T realizes the change of basis from the monomials to the Bernstein polynomials and it
has been here considered since it is well-known in the literature that the Bernstein basis has good
stability features [7]. By using this matrix, the system (3) becomes

Bk(ξ
(i,1)
0 , . . . , ξ

(i,1)
k )β(i) = t(i,3), i = ν, . . . , N − k + ν, (11)

where the entries of the coefficient matrix Bk(ξ
(i,1)
0 , . . . , ξ

(i,1)
k ) = P

(i)
3 Vk(xi−ν , . . . , xi+k−ν) are the

Bernstein polynomials of degree k (see, for example, [6]) evaluated at the abscissae
{
ξ

(i,1)
j

}
, that

is [
Bk(ξ

(i,1)
0 , . . . , ξ

(i,1)
k )

]
rs

=

(
k
r

) (
ξ(i,1)
s

)r
(1− ξ(i,1)

s )k−r, r, s = 0, 1, . . . , k, (12)

and t(i,3) = h−1
i P

(i)
3 v(i). For brevity, in the following we omit the dependency on the abscissae.

The system in (11) can be solved by using the standard Gauss elimination approach without
the need of pivoting because its coefficient matrix is totally positive, (see, for example, [5]). On
the other hand, it is also possible to reduce it, after some further algebraic manipulations, to a
Vandermonde system. In fact, considering (8) and (12), it can be easily checked that the first and
last column of Bk are, respectively, equal to e1 and ek+1, i.e., to the first and last column of the
identity matrix of size k+ 1. Then, denoting by B̃k the (k− 1)× (k− 1) submatrix of Bk obtained
selecting its inner rows and columns, (11) can be replaced by

B̃k β̃
(i)

= t̃(i,3), (13)

where β̃
(i)

= (β
(i)
1 , · · · , β(i)

k−1)T and t̃(i,3) ∈ IRk−1 is obtained from t(i,3) removing its first and last

entries. After having solved (13), the other two coefficients β
(i)
r , r = 0, k, are obtained by,

β
(i)
0 = eT1

(
t(i,3) −Bk

(
0, β

(i)
1 , . . . , β

(i)
k−1, 0

)T )
,

β
(i)
k = eTk+1

(
t(i,3) −Bk

(
0, β

(i)
1 , . . . , β

(i)
k−1, 0

)T )
.

(14)

Now, taking again into account (12), it can be easily obtained that

B̃k = Dk Vk−2(ξ
(i,3)
1 , . . . , ξ

(i,3)
k−1 ) D̂i,

where Dk and D̂i are the diagonal matrices defined as

Dk = diag

((
k
1

)
, . . . ,

(
k

k − 1

))
, D̂i = diag

(
ξ

(i,1)
1 (1− ξ(i,1)

1 )k−1, . . . , ξ
(i,1)
k−1 (1− ξ(i,1)

k−1 )k−1
)
,

respectively, and

{
ξ

(i,3)
1 , . . . , ξ

(i,3)
k−1

}
=

{
ξ

(i,1)
1

1− ξ(i,1)
1

, . . . ,
ξ

(i,1)
k−1

1− ξ(i,1)
k−1

}
. (15)
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Thus, instead of solving (11) we can solve the following reduced Vandermonde system

Vk−2(ξ
(i,3)
1 , . . . , ξ

(i,3)
k−1 )

(
D̂iβ̃

(i)
)

= (Dk)
−1

t̃(i,3) (16)

and then use (14) to get the full solution of (11). In the sequel we refer to this formulation by the
label BERN.

For the numerical solution of the three systems, the two in (7) and that in (16), we have
used the Björk–Pereyra algorithm [3] which is specific for solving Vandermonde systems and it is
efficient from the point of view of the computational cost. In order to discuss simultaneously the
three systems, in the next section such algorithm is briefly introduced for a general Vandermonde
system of size (n+ 1).

4 The Björk-Pereyra algorithm and its stability analysis

We denote by

V x = b (17)

a Vandermonde system of size (n + 1) with V = V (ξ0, . . . , ξn), ξ0 < . . . < ξn. It can be solved
by using the Björk-Pereyra algorithm [3] whose matrix formulation is here reported. Considering
that V −1 = LT0 · · ·LTn−1U

T
n−1 · · ·UT0 with

Li =

(
Ii O

O L̂i

)
, Ui =

(
Ii O

O Ûi

)
, i = 0, 1, . . . , n− 1,

being Ii ∈ IRi×i the identity matrix,

L̂i = diag
(

1, (ξi+1 − ξ0)
−1
, . . . , (ξn − ξn−i−1)

−1
)




1 0 . . . . . . 0

−1
. . .

. . .
. . .

...

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 −1 1



,

and

Ûi =




1 −ξi 0 . . . 0

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0
...

. . .
. . .

. . . −ξi
0 . . . . . . 0 1



,

then the algorithm has the following two main steps:

STEP I : d = UTn−1 · · ·UT0 b

STEP II : x = LT0 · · ·LTn−1 d.

From the above expression of the matrices Li and Ui it can be easily obtained that its asymptotic
computational cost is O(n2); we refer to [3] for further details.
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Concerning the stability features of this algorithm, an interesting analysis is reported by Higham
in [9]. We use such analysis to compare from the stability point of view the different formulations
of the order conditions for ETRs introduced in Section 3.

The following theorem is the analogous for the system (17) of the Theorem 3.1 proved in [9]
for the dual system:

Theorem 1 Let the Björk-Pereyra algorithm be applied in floating point arithmetic to floating
point data {ξi, bi}ni=0 . Provided that no overflows are encountered the algorithm runs to completion,
and the computed solution x̂ satisfies

|x̂− x| ≤ c(n, u)
∣∣LT0

∣∣ · · ·
∣∣LTn−1

∣∣ ∣∣UTn−1

∣∣ · · ·
∣∣UT0

∣∣ |b| ,

where u denotes the machine precision and c(n, u) = 8nu+O(u2).

Consequently,

err =
‖x̂− x‖∞
‖x‖∞

≤ c(n, u)

∥∥ ∣∣LT0
∣∣ · · ·

∣∣LTn−1

∣∣ ∣∣UTn−1

∣∣ · · ·
∣∣UT0

∣∣ |b|
∥∥
∞

‖V −1 b‖∞
, (18)

with ‖ · ‖∞ denoting the infinity vector norm. We observe that if

ξ0 < . . . < ξm−1 < 0 ≤ ξm < . . . < ξn, 0 ≤ m ≤ n,

then, Ui ≥ 0 for i = 0, . . . ,m − 1, and, in addition, the matrices Um, . . . , Un−1 have alternating
sign pattern and similarly for the matrices Li, i = 0, 1, . . . , n− 1. Therefore,

∣∣LT0
∣∣ · · ·

∣∣LTn−1

∣∣ ∣∣UTn−1

∣∣ · · ·
∣∣UTm

∣∣ ∣∣UTm−1

∣∣ · · ·
∣∣UT0

∣∣ =
∣∣LT0 · · ·LTn−1 U

T
n−1 · · ·UTm

∣∣ UTm−1 · · ·UT0
=

∣∣V −1 S−T
∣∣ ST ,

where we have posed ST = UTm−1 · · ·UT0 . As a consequence, relation (18) can be written as follows:

err ≤ c(n, u)ω, (19)

with

ω =

∥∥ ∣∣V −1 S−T
∣∣ ST |b|

∥∥
∞

‖V −1 b‖∞
. (20)

Obviously, when all the abscissae are nonnegative, i.e., m = 0, the matrix S coincides with the
identity matrix and ω reduces to

w =

∥∥ ∣∣V −1
∣∣ |b|

∥∥
∞

‖V −1 b‖∞
. (21)

In particular, if the right–hand side b of (17) is any vector of the canonical basis it is w = 1.
This is also true if its entries have alternate sign and the abscissae of the Vandermonde system are
positive (in fact in this case V −1 has a chessboard structure).

Proposition 1 The ratio w defined in (21) satisfies the following inequalities

1 ≤ w ≤ µ∞(V ),

where µ∞(V ) = ‖V ‖∞ ‖V −1‖∞ denotes the condition number of the Vandermonde matrix in the
infinity norm.

c© 2008 European Society of Computational Methods in Sciences and Engineering (ESCMSE)



188 L. Aceto, A. Sestini

Proof : Since
∣∣V −1 b

∣∣ ≤
∣∣V −1

∣∣ |b| , one has that

∥∥V −1 b
∥∥
∞ ≤

∥∥ ∣∣V −1
∣∣ |b|

∥∥
∞ ,

which implies w ≥ 1. Moreover,

∥∥ ∣∣V −1
∣∣ |b|

∥∥
∞ =

∥∥ ∣∣V −1
∣∣ ∣∣V V −1 b

∣∣ ∥∥
∞ ≤ µ∞(V )

∥∥V −1 b
∥∥
∞

which completes the thesis.

Concerning the computation of the coefficients for the ETRs by using the Björk-Pereyra algo-
rithm for solving the three considered Vandermonde systems, we remark that the related abscissae
(see (8), (9) and (15)) are ordered as follows:

- MON1: 0 ≡ ξ(i,1)
0 < ξ

(i,1)
1 < · · · < ξ

(i,1)
k ≡ 1;

- MON2: ξ
(i,2)
0 < · · · < ξ

(i,2)
ν−1 ≡ −1 < 0 ≡ ξ(i,2)

ν < · · · < ξ
(i,2)
k ;

- BERN: 0 < ξ
(i,3)
1 < ξ

(i,3)
2 < · · · < ξ

(i,3)
k−1 .

Thus, for all the three formulations we will use (19) to get an a priori estimate for the relative
error. (Observe that ω = w when MON1 and BERN are considered.)

5 Numerical results

The performances of the Björk-Pereyra algorithm for the dynamic computation of the coefficients
of the ETRs are tested by solving the linear systems in (7) and in (16) on three different mesh
distributions, denoted in the following by UNIF, LGL and GEOM. The first distribution is uniform.
In the second case the mesh of size n+1 in the interval [−1 , 1] is given by the zeros of the polynomial

Pn+1(x) = (1− x2)L′n(x),

with Ln(x) denoting the Legendre polynomial of degree n. Finally, in the third case the mesh of
size n + 1 is obtained by introducing on a coarser uniform mesh a suitable number of auxiliary
nodes with a geometric progression distribution near the extremes of the interval (see [4] for the
details). In all the reported experiments the number of steps k is odd and it ranges between 3 and
11 for UNIF and LGL and between 5 and 11 for GEOM.

Figures 1–3 are made by three pictures where the reported results are represented in logarith-
mic scale and they relate to all the three considered formulations MON1, MON2 and BERN. In
particular, from the left, the first and the second pictures show the behaviour of the condition
number µ∞(V ) of the Vandermonde matrices and that of the parameter ω, respectively. In the
last one the relative error err versus the step number k is drawn. Looking at the results, we can
deduce that the parameter ω gives a more significant bound on the relative error err than the
condition number. In addition we can also observe that MON2 and BERN are always better than
MON1 and that they are almost equivalent.

We remark that in all these figures the right–hand sides of the systems labeled as MON1 and
BERN are accurately computed by using symbolic computation (this is not the case for MON2
because its right–hand side has a simple analytic expression, see (10)). In fact, as shown in Figure
4 for the particular case of the uniform distribution, a non accurate computation of this term leads
to a deterioration of the dynamical computation of the ETRs’ coefficients.
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Figure 1: The k–step ETR on a uniform mesh. From left to right: the condition number, the new
parameter given in (20) and the relative error bounded in (19) with an accurate computation of
the right–hand side.
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Figure 2: The k–step ETR on the LGL mesh. From left to right: the condition number, the new
parameter given in (20) and the relative error bounded in (19) with an accurate computation of
the right–hand side.
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Figure 3: The k–step ETR on the GEOM mesh. From left to right: the condition number, the
new parameter given in (20) and the relative error bounded in (19) with an accurate computation
of the right–hand side.
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Figure 4: The k–step ETR on the uniform mesh. The relative error bounded in (19) with a
standard computation of the right–hand side.

6 Conclusions

Our experiments show that the use of different bases and nodes to establish the order conditions
can remarkably influence the accuracy in computing the coefficients of LMMs. In particular, among
the three considered possibilities, MON1, which uses the monomial basis and the nodes between
0 and 1, is the worst even if it is the most natural one. The approaches MON2, which uses the
monomial basis but the nodes both negative and positive, and BERN, which uses the Bernstein
basis, are almost equivalent when the right–hand side is exactly represented. However, for some
classes of methods such as the ETRs the right–hand side associated to BERN comes from previous
computation and it can be affected by errors. In this case MON2 is the best choice. We outline
that such formulation is implemented in the code TOM [10].

Appendix

Proposition 2 The right–hand side of (7) for j = 2 has the following form

[
t(i,2)

]
r

=
(−1)r

r + 1
, r = 0, 1, . . . , k.

Proof : First we observe that the vector v(i) can be written as

v(i) =

∫ xi

xi−1

w(x) dx,
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where w(x) is defined according to (5). From the definition of the matrix P
(i)
2 given in (4) and by

taking into account (6) we have

t(i,2) = h−1
i P

(i)
2 v(i) = h−1

i (D(hi))
−1
∫ xi

xi−1

P (−xi) w(x) dx = h−1
i (D(hi))

−1
∫ xi

xi−1

w(x− xi) dx

= h−1
i

∫ xi

xi−1

w

(
x− xi
hi

)
dx =

∫ 0

−1

w (t) dt.

The thesis immediately follows.
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